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About Me

o Experience:

Ø 2021-: Associate Professor & Ph.D. Advisor, Shanghai Jiao Tong University, Shanghai, China

Ø 2016-2020: Postdoctoral/Tenure-Track/Tenured Researcher, National Institute of  Information 
and Communications Technology, Kyoto, Japan

o Research Interest:

Ø Machine Translation (MT)

Ø Multilingual Natural Language Processing (NLP)

o Recent Research Activity

Ø Area Chair: ICLR-2021 and NAACL-2021

Ø Tutorial: EACL-2021 (this talk) and EMNLP-2021

o Homepage of  this tutorial: 

Ø https://wangruinlp.github.io/unmt
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https://wangruinlp.github.io/unmt
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MT: History

o Human Translation

Ø 3rd~1st BC Bible Translation in West

Ø 1st AD: Buddhism Translation in China
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o Machine Translation:

l Starting from 1949, treat the source language as an encrypted target language.

l 1970s- Rule based MT.

l 1980s- Example based MT.

l 1990s- Statistical MT.

l 2010s- Neural MT.

Rosetta Stone (196 BC)

Ancient Egyptian 
(hieroglyphic)

Ancient Egyptian 
(Demotic)

Ancient Greek



o MT is a typical text generation task.

Ø x: source sentence; y: target sentence.

Ø maximum likelihood estimation (MLE):

o MT has a standard evaluation metric:

Ø n-gram: contiguous sequence of  n words.

MT: from ML aspect
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Supervision in MT

o Rule-based MT: 

Ø Annotated linguistic rules

o Example-based MT:

Ø Translation examples

Page 8[Examples from Xiao and Zhu, SMT-Book]



Supervision in MT

o Statistical Machine Translation (SMT)

Ø Parallel corpus: sentence-level alignment.

Ø Monolingual corpus: n-grams probability.

Ø To learn the translation rules statistically.
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Supervision in MT

o Neural Machine Translation (NMT):

Ø Parallel corpus as sequence-to-sequence input.

Ø Rules are not necessary any more.
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What Is Supervision in MT

o Supervision in machine learning?

o Supervision in linguistic?

o What do you think?
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What Is Supervision in MT

o Supervision in linguistic: 

Ø Shared words or subwords: restaurant in French and English. 一般 in Chinese and Japanese

Ø The same or similar syntactic structure

Ø The same or similar pronunciation

Ø …

o Supervision in machine learning: parallel input {X, Y} or monolingual input {X} and {Y}

Ø Bilingual lexicon

Ø Phrase table

Ø Parallel sentences

Ø Comparable document

Ø …
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Does Supervised Always Necessary?
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Does Supervised Always Necessary?

o My understanding

Ø Supervision in linguistic is always necessary.

Ø Supervision in machine learning is not always necessary.

o Definition of  Unsupervised MT in machine learning

Ø No parallel training corpus is given.

Ø Dev corpus is only used to select model.
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Monolingual Word Embedding

o As the development of  neural network technology in NLP, words can be represented 
in continuous space.

o However, too sparse…
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One-hot Representation Projection



Monolingual Word Embedding

o Training Objective

o For Example:
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猫

爱

鱼

。

吃



Monolingual Word Embedding

o Then, there is some interesting findings.
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[Mikolov et al., NeurIPS-2013]



Bilingual Word Embedding (BWE)

o To project one language space onto anther, researchers have to learn a translation map 
(matrix).

o The most typical supervision is an annotated lexicon (i.e., 5000 words).

Page 19
[Mikolov et al., ArXiv-2013]



Bilingual Word Embedding (BWE)

o Polysemy is not easy to project.
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[Wang et al., IJCAI-2016]



Unsupervised BWE 

o Generative adversarial network (GAN) makes unsupervised BWE possible.

o The hypotheses is that different languages have similar word distribution.
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[Zhang et al., ACL-2017]



BWE Performance

o No significant difference between supervised and unsupervised BWE
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[Chen et al. EMNLP-2018]



What’s Next?

o Now we have word translation. How to conduct sentence translation?

o Initialization

Ø Unsupervised bilingual word embedding

Ø Cross-lingual language model

o Sharing latent representations
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[Artetxe et al. ICLR-2018]



Unsupervised  NMT

o Denoising: optimizes probability of  reconstruction from a noised version C(X) in the 
encoder to the original sentence (X) in the decoder.



Unsupervised  NMT

o Back-translation

Ø Optimizes the probability of  encoding (pseudo parallel) translated sentence M(X) from L2 and 

recovering the original sentence X with the L1 decoder. 
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o Final Training Objective:

l Jointly optimize the back-translation and denoising



Entire Structure (Sorry in Chinese)
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Performance of  UNMT

o Much worse than supervised NMT

o Why?
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[Artetxe et al. ICLR-2018]



Key: Cross-Lingual Representation

o How to improve UNMT?

Ø The back-translation and denoising is difficult to improve.

Ø The key point is to improve the quality of  cross-lingual representation.

o Method

Ø Improve the pre-training of cross-lingual representation.

Ø Improve cross-lingual representation during UNMT training.
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Better Pre-training

o Large-scale masked cross-lingual language model.
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[Lample et al. NeurIPS-2019]



Better Training

o The UNMT performance is related to the quality of  UBWE.

o However, the quality of  UBWE significantly decrease during UNMT training.
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[Sun and Wang* et al. ACL-2019]



Joint UBWE and UNMT Training

o Our contribution

Ø We propose a joint UBWE and UNMT training method.
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LUNMT = LDenoising + LBack-Translation



Joint UBWE and UNMT Training

o Our contribution

Ø We propose a joint UBWE and UNMT training method.
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LUNMT = LDenoising + LBack-Translation + LAgreement



Performance: Unsupervised Translation
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Performance: Unsupervised Translation

(Sun and Wang* et al. ACL-2019)34



Performance: Unsupervised Translation

(Sun and Wang* et al. ACL-2019)35

Distant language pair



What is the performance now?

o Our system is the best in WMT-2019 and WMT-2020, the most important MT shared 
task in the world.

o Our system is comparable to the online commercial systems (in gray) which uses the 

parallel data.
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[Benjamin and Wang* et al. WMT-2019]



What is WMT?
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Who is Nedved?
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What’s More: Better Optimization
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[Li and Wang* et al., ICLR-2020, full-score paper]

o Use the word embedding to calculate the similarity of  words.

o Use this similarity as the training objective distribution.



State-of-the-art Performance (Till Recently)
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Supervised NMT

Unsupervised NMT



Future Trends

o Distant Language Pairs

o Multi-Lingual UNMT

o Multi-signal (speech, vision, etc.) in UNMT
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Distant Language Pairs (Sorry Chinese Again)
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Multi-Lingual Unsupervised Translation

o Challenge

Ø There are many language families and groups in the world.

Ø The language within certain language families can help each other.
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Bilingual & Multi-Lingual Translation
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Multi-Lingual UNMT

o Contribution

Ø We proposed multi-lingual UNMT.

45 All languages Languages in the same brunch



Multi-Lingual UNMT

o Contribution

Ø We proposed multi-lingual UNMT.

Ø We use knowledge distillation to enhance UNMT performance.

46 All languages Languages in the same brunch



Performance: Multi-Lingual Translation

(Sun and Wang* et al. ACL-2020)47
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Modeling Visual Information
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[Zhang and Wang* et al., ICLR-2020]

o No only language information, but also visual, speech information etc., can be modeled in 
UNMT.



Modeling Visual Information

Page 49



Conclusion

o My understanding

Ø Supervision in linguistic is always necessary.

Ø Supervision in machine learning is not always necessary.

o Welcome to join us to work on MT!

Ø https://wangruinlp.github.io/

Ø wangrui.nlp@gmail.com
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https://wangruinlp.github.io/


Thank You!
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